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Opportunities, Challenges and Possible Solutions
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Agenda
Ø OR to ML

Ø AI, ML and SCM

Ø Recent Projects

Ø Challenges and Attempts to Overcome

Ø Closing
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Where I turned from OR to ML
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Where I turned around in 2016

• Line of vertically differentiable products
• Multi-attribute

– Size
– Floor
– View
– # of rooms

• Financial constraints
– Sales targets
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Curse-of-dimensionality
• A few days of computation for a property of 10 unites
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AI, ML and SCM
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New Era of AI (esp. among Koreans)
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History of AI

1950

1956

The Dartmouth Conference

The Dawn of AI

1997

2006

2011

20161983

The Boltzmann Machine

IBM’s Deep Blue

Deep Learning

IBM’s Watson

AlphaGo
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AI, ML and DL

• AI is to have a computer to 
mimic human behavior

• ML is to enable computers to 
learn from data

• DL is a type of ML algorithms 
inspired by human brain
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Super-human Performance
• ImageNet: Large Scale Visual Recognition Challenge

– 1,000 classes and 1,431,167 images
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Super-human Performance
• Reinforcement Learning (Mnih, et al., 2014) 
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SCM and ML
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Recent Cases (in our group)
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Anomaly Detection on Track
• Subway power-rail may overheat and cause defects

• IR camera is used to identify anomalies, but the video must be 
viewed manually to detect the anomalies

• Using TensorFlow Object Detection API & Microsoft Visual Object 
Tagging Tool to detect anomalies automatically
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Anomaly Detection on Track
• ANN using Tensorflow Object Detection API

True Positives
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Underpayment Claims
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Claims and Recovery

Classification by Random Forest

1. Classification to degrees of difficulty

2. Random Forest achieved 90% accuracy
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Challenges and Our Attempted Solutions 
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Challenges to ML
• Cost of Training

– Limited samples.

– Off-line training.

• Explainability

• Safety

• Generalization.

• Delayed Reward (RL)
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Transfer Learning

agent

environment

at st+1rt+1

Transfer of knowledge
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Transfer RL with Multiple Experts

• Agent is to move from S to G

• Agent is to collect flags in the order of 1,2, 3 & 4

• Cost of moving is 1

• Invalid move will have an extra cost 1

• For example, up move from the top edge

• Flags collected in the wrong order

Gimelfarb, Sanner & Lee, “Reinforcement Learning with Multiple Expert: A Bayesian Model Combination Approach,” NIPS 2018.
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• Given 5 experts
– Expert with optimal value 

function
– Expert with a good 

heuristic: -22(5 – c – 0.5)/5
– Expert with null advise: 0
– Expert with uniformly 

distributed advise: U~[-
20,20]

– Expert with (-1)* optimal 
value function

Ex 1: Grid World
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Domain Adaptation
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Transfer Learning for Deep Diagnosis 

• From Laboratory to the Field

Yang, Lee, Lei, Li & Na, “Deep Partial Transfer Learning Network: A Method to Selectively Transfer Diagnostic Knowledge Across Related Machines,” Mech Sys & Signal Processing, 2021
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Machine Learning without Data

Transfer

CNN ResNet MLP AdvNet
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Seq2Seq Learning
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Data-driven Digital Twin
• Digital twin can be a platform for RL training
• Engineering knowledge is limited, but data is sufficient
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Attentive-GP
• Transformer

{𝐱!, … , 𝐱"} & {𝐲!, … 𝐲#$!}

⇣
𝐱# = 𝜙( 𝐱!, … , 𝐱" , {𝐲!, … 𝐲#$!})

• GP regression layer 

𝐲# = 𝑓 𝐱# + 𝜖#
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Seq2Seq Learning
• The smart grid data from Kaggle 

– Global Energy Forecasting Competition
– Input = hourly temperature at 11 areas, 
– Output = the total electrical load on the grid
– Data collected over 2004 ~ 2008

Source: https://www.kaggle.com/
Generated Output Sequence of Smart Grid
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Learning to Learn
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https://www.kaggle.com/c/global-energy-forecasting-competition-2012-load-forecasting/data
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Few-shot Learning
• Learn to classify using only a few samples per class

– N-way k-shot: novel training set has N classes with k samples per class

• Our Algorithm
– Meta-training for transferable knowledge
– Parameter adaptation for a novel task

• Bi-level optimization 
• One (or a few) gradient optimization step
• Bayesian regression done by SWA

Chen & Lee, “Incremental Few-shot Learning via Vector Quantization in Deep Embedded Space,” ICLR 2011.
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Incremental Few-shot Learning
• Performance Comparison

– Caltech-UCSD Birds 200
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Incremental Few-shot Learning
• Regression task

• Extension
– Few-shot learning (not incremental)
– Time-series regression (COVID-19, financial crisis, etc.)

(c) Our algorithm(b) Naive NN(a) Off-line NN
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Closing
Ø Opportunities in ML+SCM+OR

§ Solution to complexity in modeling and solution
§ End-to-end solution due to DL
§ ML + OR is exciting 
§ SCM has no shortage of  interesting problems

Ø Optimism with Caution 
§ ML is not a magic wand
§ Still immature technology 
§ Investment and patience are required
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